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ICT Learning Science – Analytics Research Objectives

Actionable AI & Machine Learning

• Algorithms: How to make better predictions with less data or cost?

• Human Factors: What metrics help humans train better? 

• Processes & Prototypes: How to combine these so users benefit?



Introduction

▪ Engagement: Action involving making a psychological investment in 
learning with heightened concentration and interest.

▪ Why should we study engagement patterns?
▪ Lack of engagement - lower learning (Baker et al., 2010)
▪ Student engagement predicts dropout (Christenson et al., 2012)

▪ Okay, but is it worth putting in the effort?
▪ Engagement can be induced (Lehman, Graesser, et al., 2011)
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Challenges

▪ Cold Start Problem: Issue that the system cannot draw 
any inferences for objects about which it has not yet 
gathered sufficient information.

▪ Automated Annotation Problem: Can a purely 
algorithmic approach match human intuitions in 
annotating the level of a user’s engagement?

https://en.wikipedia.org/wiki/Inference#Automatic_logical_inference
https://en.wikipedia.org/wiki/User_(computing)


Prior Work
ENGAGE: Promoting Engagement in Virtual Learning Environments 

▪ Empirical work on this model using the ELITE-Lite training system (FY15 - FY17)

▪ Interactive agents 

▪ Scenario character

▪ Virtual coach

▪ Targets basic skills for counselling

subordinates with personal and

performance problems.



Semi-Supervised Learning Approach
Current Work



SMART-E Framework Architecture
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Semi-Supervised Approach



What is the cost of the data?

Data Costs (from high to low)

• Pedagogical Expert: Reliable, trained annotators who review data

• Expert User: Highly trained user who uses system to generate data

• Novice User: Users who are barely ready for a task to generate data

• Target Users: Users who would typically use system in their normal 
training, but whose skill levels may be unknown



ELITE Results
Clustering and Alignment Analysis



ELITE Results

Classification Analysis



GIFT Cybersecurity Mini-Course 
& Integration



GIFT Integration
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GIFT Cybersecurity Mini-Course

▪ Two modules: Phishing and HTTPS  (lighter vs. drier)

▪ Each module has 6 activities: 
▪ Text Introduction
▪ Video Overview
▪ Basic Questions (3 multiple choice)
▪ Intermediate Questions (3 harder multiple choice)
▪ External URL
▪ Dialog-Based assessment
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Lighter (Phishing) vs. Drier (HTTPS)

  

  
 



GIFT Mini-Course Data Set

▪ Collected 17 archetype data points
▪ Diligent, Distracted, Racing, Expert

▪ Collected 100 real user data points

▪ Surveyed pre-post interest and confidence/experience in topic



Preliminary Results (K-Means)



Conclusions & Next Steps

▪ Integration Successful Overall
▪ 100 subjects completed study with GIFT+SMART-E logging
▪ No notable data loss
▪ Logs have been processed into viable metrics
▪ Initial clusters look promising and similar to ELITE

▪ Classification Research Ongoing
▪ Conduct a sweep for different amounts of user data
▪ Analyze classification results with self-reported engagement



Next Steps

▪ SLATS for STE
▪ Semi-Supervised 

team assessment
▪ Team metrics as 

inputs

▪ Team Types:
▪ Expert Team
▪ Team of Experts
▪Weak Link(s)
▪ Novices
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Team Diagnostic Indicators (Input Categories)
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